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OVERVIEW MODULES 

WORKFLOW EXAMPLE:  MyriMatch Database Search 

•  PRISMS provides a computational foundation for data storage, access and interpretation 
•  The inclusion of high-performance computing provides increased throughput for computationally intensive functions 
•  The expandable suite of modules ensures that the increasingly complex datasets generated by MS analyses can be 

efficiently mined 
•  Please visit – ‘http://prisms.utk.edu’ for more information 

IMPLEMENTATION OF A CENTRALIZED SERVER 

NEWTON:  High-Performance Computing (HPC) 
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Proteomic analyses employing mass spectrometry are capable of generating immense amounts of data, attributable to the platform’s 
significant gains in proteomic coverage and depth as well as the ability to analyze more complex target samples. It is becoming 
increasingly evident, however, that existing computational resources are not sufficient for storing, organizing, or mining these 
datasets.  
 
Current workflows consist of distinct, local procedures that include transforming raw data and assigning peptide sequences to 
spectra, and post-experimental analyses that rely on cumbersome and limiting spreadsheets.  Among these individual steps, 
searching observed spectra against a protein database represents a significant amount of the time required for post-experimental 
data analysis.  As the organismal complexity of biological samples increases, the corresponding size of the protein database 
increases, resulting in lengthy database search times.  Additionally, the local model of data analysis is hampered by operating 
system limitations, file type incompatibilities and cumbersome data sharing (Figure 3). 
 
The design and implementation of the PRISMS server addresses the previous inefficiencies in proteome informatics by migrating 
from a local to a remote (cloud-like) model for all database searching and mining (Figure 4).  Three key features highlight the 
benefits of a centralized server: 
 
1.  Data Accessibility 

•  Conversion among required input file formats for software (modules) is handled server-side 
•  Data and results are persistent and easily accessible through the UI 

2.  Informatic Reproducibility 
•  All parameters for all modules are maintained and are accessible 
•  All history of job execution is recorded 

3. Facile Collaboration 
•  Collaborators can be provided access to the data or results 
•  Additional data mining can be performed server-side without additional software installation 

 
Additional Features 

•  The available suite of modules is expandable providing new avenues for data mining 
•  Increased computational throughput by offloading computationally intensive operations to a high-performance cluster 

(Figure 5) 

•  PRISMS is designed to be a centralized proteome informatics server 
Ø  It provides an easy to use, graphical, web-based interface for data storage, access, and 

efficient interpretation 
•  PRISMS utilizes Apache HTTP Server and MySQL 

Ø  The only user required software is a web browser; no local software installations 
•  PRISMS provides three key features for proteome informatics: 

1)  Data Accessibility 
2)  Informatic Reproducibility 
3)  Facile Collaboration 

INTRODUCTION 

Figure 1: User provided experimental MS data is transformed through the modules located on the PRISMS server 
into biological relevant sequence, protein, and quantitative information. 

• PRISMS offloads computationally intensive processes to a computer cluster 
•  For example: database searching (MyriMatch1) and de novo identification  

• The Newton HPC consists of: 
•  2,500 CPUs and a total of 5TB of RAM 
•  High-memory compute nodes can utilize128 GBytes of RAM 
•  80 TB storage 
•  40 Gbit/sec Infiniband network 
•  Grid Engine batch-queue system 

Figure 3: Example of a common proteome informatic pipeline. 

Figure 4: Example of PRISMS as a centralized server. 

Many of the currently available pipelines 
rely on local installations of software 
resulting in various difficulties: 
•  OS incompatibilities 
•  Differing software versions 
•  Difficulty in data sharing 
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Figure 5: The Newton HPC 
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PRISMS relies on a central server for storage, 
organization and interpretation: 
•  No OS incompatibles  
•  Software versions are consistent 
•  Data is centrally located, only requiring user 

permitted access for sharing 
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Figure 2: The modular based structure of PRISMS 

The structure of PRISMS was designed to be expandable at multiple levels.  The foundation of PRISMS is the web 
server which manages the sample metadata as well as the experimental data.  The inclusion of high-performance 
computing provides increased throughput and reduces the load on the web server.  Finally, the expandable suite of 
modules utilize a web-based graphical interface for ease of use.  

Figure 6: Chromatogram and Spectrum Viewer 

Figure 7: Protein Sequence Database Statistics 

Figure 8: Protein Sequence Coverage 

•  Two examples of data mining modules: 
•  The visual mapping of peptides onto protein sequences in order to 

identify potential regions of high or low coverage 
•  Generating an overlay of peptide identifications from multiple 

datasets so that the user can determine whether additional MS 
analyses enhance sequence coverage. 

•  All modules included in PRISMS are intended to function without any 
conversion of file formats by the user.  If a particular  module requires a 
specific file type for input, PRISMS will make the necessary conversion 
prior to initiating the module. 

•  For ease of use, an online chromatogram and spectrum viewer was 
created for use on PRISMS. 
•  The viewers are able to access mzXML formatted spectral data for a 

variety of MS platforms and are able to rapidly generate dynamic 
(zoom able) spectra. 

•  Selection of spectrum is performed either by clicking on a spectrum 
in the chromatogram viewer or specifying a scan number. 

•  MS2 spectra will also display the precursor m/z 
 
 

•  Each protein sequence file that is uploaded is automatically parsed for 
protein sequence statistics 
•  This generates specific metrics about the protein sequences which 

can be compared to other sequences 
•  The number of proteins present 
•  The average molecular weight 
•  The average length of a protein 
•  The physiochemical distribution of the amino acid residues  


